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Abstract—The architecture and algorithms for the first all-
digital radio-controlled clock receiver for the new WWVB
broadcast format are proposed. To address the potentially low
signal-to-noise ratio conditions and the relatively large frequency
offsets experienced in the receiver, two alternative timing syn-
chronization approaches are investigated, i.e., one based on a
maximum-likelihood (ML) criterion and the other based on cor-
relation. We show that the correlation-based synchronization
technique reduces the implementation complexity by over 50%,
while its performance is only less than 1 dB inferior to that of
the ML-based technique. Decision and detection algorithms are
proposed for two operating regimes in the receiver: tracking and
acquisition. In tracking, the proposed decision strategies reduce
the timing mean squared error by as much as 63% compared with
what the synchronizer produces without any additional process-
ing. In acquisition, the proposed joint synchronization and decod-
ing technique significantly improves the robustness by exploiting
the channel code in the data. Compared with receivers based on
the legacy broadcast, over 15 dB performance gains are achieved
by the modulation and algorithms proposed for the tracking
and acquisition operations. In addition to reception performance
analyses, energy consumption tradeoffs are also presented.

Index Terms—WWVB, time signal broadcast, ratio-controlled
clock, receiver design, synchronization, tracking, acquisition.

I. INTRODUCTION

WWVB is the US government’s time code radio station
located near Fort Collins, Colorado. It is operated by the

National Institute of Standards and Technology (NIST) based
on a high-precision atomic clock. The station continuously
broadcasts digitally represented time information, including
year, day, hour, minute, and leap second and daylight saving
time (DST) notices. Millions of radio-controlled clocks (RCCs)
throughout North America are synchronized to the station and
benefit from accurate time keeping and automatic adjustments
for DST. Currently, two co-existing broadcast formats are used
by WWVB. The legacy broadcast format, introduced in 1965,
using amplitude modulation (AM) and pulse-width modulation
(PWM), was designed to enable the use of a low-cost envelope
detection based receiver with minimal processing to decipher
the message at the cost of poor performance [1].
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The new broadcast format, based on the addition of phase
modulation (PM) to the carrier, was introduced in 2012.
While maintaining backward compatibility, the new modulation
scheme offers a performance gain of approximately 10 dB if
optimal receivers are considered in both broadcast formats.
However, while the proposed receiver for the PM signal is
demonstrated to have near-optimal performance, the receivers
for the legacy broadcast are typically based on envelope de-
tectors, resulting in an even larger performance gap of at least
12 dB between the legacy and new broadcast formats [1]. Fur-
ther, there are different transmission modes in the new broad-
cast format, having different bit rates and frame durations, and
thus supporting different signal-to-noise ratio (SNR) ranges,
further increasing the performance gap to several orders of
magnitude [2], [3]. Among all transmission modes, the Normal
mode is transmitted most frequently, and most receivers within
the continental US experience sufficient SNR to recover the
data successfully in this mode, particularly during nighttime or
in the absence of excessive shielding losses and interference.
Therefore, this paper focuses on the reception of Normal mode
in the PM broadcast.

For both the legacy format and the new format in Normal
mode, the bit rate is 1 bit/sec and the frame duration is
one minute. The baseband pulse shapes for the “0”, “1” and
marker symbols in the legacy format are shown in Fig. 1. The
marker symbol is used for timing only, and does not carry any
information. The information bits “0” and “1” differ only in
their pulse widths. In contrast, in the new binary-phase-shift-
keying (BPSK) based broadcast format, bit “0” and bit “1” are
distinguished by phase and are antipodal. Bit “0” maintains
the carrier phase, corresponding to the same waveforms shown
in Fig. 1, whereas bit “1” will reverse the carrier phase by
180◦, corresponding to negating the waveforms shown in Fig. 1
[2], [3].

In addition to its improved modulation scheme, the new PM
format also introduces a synchronization word that supports a
tracking operation at the receiver, allowing reduced receiver
power consumption. The acquisition operation is performed
when the RCC is first powered or reset, at which time it
needs to recover the information bits and decode the time
information. After successful acquisition, RCC devices may
perform tracking periodically to compensate for the timing drift
caused by the frequency inaccuracy of their crystal.

Due to the nature of the time broadcast and its applications,
there are various receiver design challenges and considerations
that are unique to the WWVB RCC receivers. First, the receiver
should be able to operate at very low SNR conditions, since
high levels of man-made noise (MMN) and shielding losses
are likely in many scenarios. Second, the relative frequency
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Fig. 1. Baseband signal waveforms of the legacy AM/PWM WWVB broadcast.

Fig. 2. Block diagram of the proposed digital receiver for the new BPSK-based broadcast format.

offset at the receiver is large due to the long symbol duration,
complicating coherent detection. Third, the receiver should
have low implementation complexity to be suitable for low-cost
consumer market devices. Lastly, receiver energy consumption
should also be minimized for battery operated devices.

The main contributions of this paper are as follows:

• We present the architecture and performance of the first
all-digital RCC receiver based on the new WWVB broad-
cast format. Compared with the conventional envelope
detection based RCC devices for the legacy broadcast
format, the proposed receiver demonstrates over 15 dB
performance gain.

• We propose a maximum likelihood (ML) based timing
synchronization algorithm in the presence of very large
frequency errors (Δ f ≤ 4 1

T ). Further, various approxima-
tions are made to reduce the computational complexity of
the synchronization algorithm. Specifically, we show that
the correlation based approach reduces the implementation
complexity by over 50%, at the cost of less than 1 dB of
performance degradation when compared with the optimal
algorithm.

• Two receiver operating regimes are studied; i) In tracking,
both optimal Minimum Mean Square Error (MMSE) and
reduced-complexity decision strategies are studied. If only
a single reception attempt is made, simulation results show
that either decision algorithm can reduce the timing MSE
by as much as 63% compared with the MSE at the output
of the synchronizer, while the reduced complexity algo-
rithm performs very close to the MMSE algorithm. We
also show how the MSE can be further reduced by allow-
ing multiple receptions at sufficiently high SNR. Despite
the inaccuracy of SNR estimation under low SNR condi-
tions, the MMSE algorithm that allows multiple receptions
can maintain a low timing MSE. ii) In acquisition, the joint
synchronization and decoding improves the robustness by
exploiting the channel code in the data. Simulation results
show that a sufficiently low probability of false detection,
on the order of 10−4, can be reached at 8 dB SNR, for

which the time information can be successfully decoded at
a probability as high as 98%.

• Receiver design tradeoffs between energy consumption
and performance are presented for both the tracking
and acquisition operations. During tracking, setting time
search interval ts to the maximum timing drift can include
all possible timing drift in the time search operation, at
the cost of higher energy consumption. During acquisition,
both the probability of frame error Pf e and the probability
of successful detection Pdet of a list synchronizer increase
with longer list length of the list synchronizer. However,
while a higher Pdet would lead to lower energy consump-
tion, a higher Pf e indicates worse receiver performance.

Fig. 2 shows the proposed receiver structure for the new
broadcast format. In addition to the demodulation operation,
the frequency down-conversion operation is also performed
in the digital domain, thus minimizing the complexity of the
analog front-end. This operation down-converts the 60 kHz
digitized received signal to near baseband, while introducing
a frequency offset that corresponds to the frequency inaccuracy
of the digital LO signal, which is derived from the receiver’s
crystal. The implementation complexity of this digital mixing
operation is low since the carrier frequency is relatively low.
Due to the large relative frequency error of the digital LO and
the potentially low SNR conditions, a joint timing, frequency
and phase offset estimation is performed. The estimated fre-
quency and phase offsets are used in a second down-conversion
operation to down-convert the received signal from up to a few
Hz to baseband. A subsequent tracking or acquisition operation
is performed on this baseband signal.

II. JOINT FRAME AND SYMBOL SYNCHRONIZATION

WITH LARGE FREQUENCY OFFSET

Commercial RCC devices may use a crystal having a fre-
quency inaccuracy of 20 ppm, which will result in a maximum
frequency offset of Δ f = 1.2 Hz with respect to the 60 kHz car-
rier. Due to the long symbol duration of the WWVB broadcast,
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the maximum relative frequency offset is Δ f = 1.2 1
T , where

T represents the symbol duration of one second. Moreover,
this frequency error could further increase with temperature
changes. Compared with the large frequency offset assumed in
most frequency estimation algorithms [4]–[11], the frequency
offset addressed in this paper is much greater and hence it is
considered a very large frequency error. Consequently, at the
RCC receiver, symbol timing recovery and frame synchroniza-
tion are performed in the presence of unknown and very large
frequency offset, while often also experiencing very low SNR
conditions. Therefore, it is desirable to perform a data-aided
joint symbol and frame synchronization operation, such that
the timing decision is made by exploiting the entire known
synchronization word, resulting in higher effective output SNR
than the received SNR per symbol.

Frame synchronization in the presence of frequency offset
has been studied in [4]–[11]. It is assumed in [4]–[8] that
the frequency offset is a fraction of the symbol rate, which
accurately models high data rate systems. To deal with large
frequency errors, post-detection integration (PDI) techniques
are used, based on a combination of coherent and non-coherent
operations [9]–[11]. The coherent integration time is deter-
mined such that the cumulative phase error is tolerable (e.g.,
below π/2). In the WWVB receivers, such coherent integration
interval is shorter than the symbol duration due to the very
large frequency offset. This results in a correspondingly low
amount of accumulated signal energy, requiring the SNR to be
sufficiently high (about 10 dB). In contrast, the tracking mode,
designed to operate at lower SNR, is based on the detection
of a sync word, which extends over 14 symbol durations. This
longer integration duration requires the frequency offset to be
reduced to within a fraction of the symbol rate.

This paper proposes two joint symbol and frame synchro-
nization schemes that operate in the presence of very large
frequency offsets, one based on maximum likelihood (ML)
criteria and the other based on correlation. Since analytical
performance evaluation is intractable, Monte Carlo simulations
are used to assess the performance of the synchronizer.

A. Synchronization Problem Formulation

In Normal mode, the transmitted signal, x(t), at time t can be
written as:

x(t) =
∞

∑
n=−∞

e jθn gn(t −nT + td)e
j2π fct (1)

where fc is the carrier frequency. The phase θn is determined
by the nth PM symbol, where binary “0” and “1” correspond,
respectively, to θn = 0 and π. In a Normal 60-second time-
code frame of the enhanced broadcast, the first 13 and the
last PM symbols of each frame are fixed, corresponding to
the predefined 14-bit sync word [3]. The length of this sync
word and the duration of the frame are denoted, respectively,
by lsw and l f . The rest of the frame is populated with data cor-
responding to the time information, which is to be considered
random. The pulse shape gn(t − nT + td) is determined by the
nth AM/PWM symbol, shown in Fig. 1. There is a delay of
100 ms, denoted td , from the start of each AM bit before the

Fig. 3. Two examples of sync word waveforms transmitted at different times.
The PM bits are 00011101101000 for both examples, and the AM/PWM
bits are MM00100011M000 and MM10000111M001 respectively, where M
denotes marker bits.

phase changes based on the transmitted PM bits [12]. This delay
serves to decrease the abrupt changes in the signal, thereby
concentrating its spectral energy around the carrier to minimize
the power reflected from the station’s narrowband antenna. As
shown by the two examples in Fig. 3, the 14 PM bits of the sync
word are predefined, while the AM bits overlapping with them
correspond to the time information and may vary.

Receivers in acquisition operation, for which the frame tim-
ing is unknown, use a reception duration of lrx = 2l f , during
which the signal is digitally recorded, in order to obtain a
complete coded frame. For receivers in tracking operation, for
which the frame timing is known to within ts, the receive
duration that can guarantee the capture of a continuous sync
word is lrx = lsw + 2ts, where ts denotes the timing search
interval at the receiver.

At the receiver, the start of reception is at time t = 0
and the next closest start of a frame (SOF) is at time t =
µ. The frequency and phase offsets are denoted by Δ f and
φ0, respectively. The sampling rate, N, at the output of the LPF
(low-pass filter) and down-sampling block should be higher
than 2(B + max(Δ f )), where B is the signal bandwidth and
max(Δ f ) is the maximum frequency offset that the receiver’s
LO may experience (typically determined by the accuracy of
the receiver’s crystal). Let Ts =

1
N denote the sampling duration.

We assume Ts is small enough such that the phase offset due
to the residual timing between µ and its nearest sampling
instance mTs is included in the phase offset φ0. Therefore, we
have µ ≈ mTs. The total number of receive samples is Nrx =
Nlrx. Let r = (r0,r1, . . . ,rNrx−1) denote the received samples
at the output of the LPF and downsampling, in which there
are non-baseband (due to frequency offset) and noise corrupted
sync word samples c = (c0,c1, . . . ,cNlsw−1) and data samples
d = {dk, ∀k �∈ ψm}. Set ψm = {m,m + 1, . . . ,m + Nlsw − 1}
denotes the indices of the sync word samples given that the
SOF is at instance m. Since the propagation conditions of the
60 kHz WWVB signal vary slowly and can be considered fixed
throughout a reception operation, we assume a simple additive
white Gaussian noise (AWGN) channel in the simulations. The
kth received signal, rk, can be written as:

rk =

{
ck−me j(2πΔ f (k−m)Ts+φ0) + zk if k ∈ ψm

dke j(2πΔ f (k−m)Ts+φ0) + zk if k �∈ ψm
(2)

where zk is a zero-mean complex white Gaussian noise with the
variance σ2

z =
N0
2Ts

. The goal of the synchronization operation is
to estimate m given the received signal r. The set of possible
values of timing estimate m̂ ∈ Ma = {0,1, . . . ,Nl f − 1} for
acquisition and m̂ ∈Mt = {0,1, . . . ,2�Nts	} for tracking.
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B. ML Synchronization Algorithm

Using the Maximum Likelihood (ML) criteria, the desired
timing, frequency and phase offset maximize the conditional
probability density function (PDF) p(r|m,Δ f ,φ0,d,c) of re-
ceived signal r given by (3), shown at the bottom of the page,

where d(i)
l is the l-th sample of the i-th random data symbol

with envelope |d(i)
l | determined by the AM bits, and phase ∠d(i)

determined by the PM bits. Similarly, ck is the k-th sample of
the sync word with envelope |ck| determined by the AM bits,
and predetermined phase ∠ck corresponding to the sync word.

Constant A =
(

Ts
πN0

)Nrx

∏Nrx−1
k=0 e

−|rk|2 Ts
N0 is not dependent on m,

Δ f , φ0, d, and c. The indexes of sync word symbols given SOF
at time m is denoted by Ψm, and the set of samples that belongs
to symbol i is denoted by γi.

During acquisition, the AM bits are unknown and the prob-

abilities of the i-th bit being “0” and “1” are denoted by p(0)i

and p(1)i = 1 − p(0)i , respectively. Averaging the conditional
PDF over all possible amplitude of received symbols c and
d, we get (4), shown at the bottom of the page, where q( j)

is the probability of the j-th sync word waveform c[ j], and
j = 0,1, . . .28 − 1 since there are 8 unknown AM bits during
acquisition of the sync word in the PM broadcast [3]. The
l-th sample of the amplitude envelope of AM “0” and “1”

are denoted by |d[0]
l | and |d[1]

l | respectively. The computation
of (4) requires approximately 1.8× 104N multiplications and
1.1× 104N additions, where N ≥ 10 when assuming the max-
imum frequency offset is 4 Hz and signal bandwidth is 1
Hz. Such implementation complexity is unaffordable for most
applications. Therefore, by approximating the amplitude of the
unknown AM bits by the average amplitude, we simplify the
likelihood function to:

p(r|m,Δ f ,φ0,∠d,∠c)

≈ A
Nlsw−1

∏
k=0

e
2Ts
N0

R{c̄krk+me− j(2πΔ f kTs+φ0)}

× ∏
i �∈Ψm

e
2Ts
N0

R{∑l∈γi
|d̄l |riN+l e

− j(2πΔ f (iN+l−m)Ts+φ0−∠d(i))}
(5)

Fig. 4. Receiver locally generated baseband waveform of sync word and
baseband envelope of random data. (a) Receiver locally generated baseband
waveform of sync word c̄ in tracking and in acquisition; (b) receiver locally
generated average baseband envelope of a data symbol |d̄| for both tracking
and acquisition.

where c̄ = c for tracking at the recommended time [3], and

c̄ = 1
28 ∑28−1

j=0 c[ j] for acquisition, as shown by Fig. 4(a). Simi-

larly, |d̄| = 1
2 (|d[0]|+ |d[1]|) for both tracking and acquisition,

as shown in Fig. 4(b). Since the average waveform is highly
correlated with the actual waveforms of “0” and “1” in AM,
with normalized correlation of 0.97 and 0.95 respectively, this
approximation results in negligible SNR degradation, which
is quantified in Appendix A. However, the implementation
complexity required to compute (5) is reduced significantly
especially in acquisition, since the number of multiplications
and additions are only about 180N and 120N respectively. Note
that implementation complexity is used broadly to refer to the
number of multiplications and additions.

Since BPSK modulation implies that ∠d(i) is −π or π
with equal probability, averaging the conditional PDF over all
possible phases of random data d, using the approximation of

p(r|m,Δ f ,φ0,d,c) = A
m+Nlsw−1

∏
k=m

e
− Ts

N0

(
|ck−m|2−2R

{
ck−mrke− j(2πΔ f (k−m)Ts+φ0)

})

× ∏
i �∈Ψm

∏
l∈γi

e
− Ts

N0

(∣∣∣d(i)l

∣∣∣2−2R

{∣∣∣d(i)l

∣∣∣riN+l e
− j(2πΔ f (iN+l−m)Ts+φ0−∠d(i))

})
(3)

pacq (r|m,Δ f ,φ0,∠d,∠c) = A
Nlsw−1

∏
k=0

28−1

∑
j=0

q( j)e
− Ts

N0

(
|c[ j]k |2−2R{c

[ j]
k rk+me− j(2πΔ f kTs+φ0)}

)

× ∏
i �∈Ψm

∏
l∈γi

1

∑
j=0

p( j)
i e

− Ts
N0

(
|d[ j]l |2−2R{|d[ j]l |riN+l e

− j(2πΔ f (iN+l−m)Ts+φ0−∠d(i))}
)

(4)
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cosh(y) ≈ 1
2 e|y| and dropping the constants, the log-likelihood

function (LLF) ΛBPSK(r|m,Δ f ,φ0,∠c) is:

ΛBPSK(r|m,Δ f ,φ0,∠c)

=
Nlsw−1

∑
k=0

R

{
c̄krk+me− j(2πΔ f kTs+φ0)

}

+ ∑
i �∈Ψm

∣∣∣∣∣R
{

∑
l∈γi

|d̄l |riN+le
− j(2πΔ f (iN+l−m)Ts+φ0)

}∣∣∣∣∣ (6)

However, there is no direct-form solution for phase φ0 that can
maximize the sum of both terms in (6). We prove in Appendix C
that the Cramér-Rao Bound (CRB) of phase estimate derived
from the sync word portion (first term in (6)) is lower than
that derived from the random data portion (second term in (6)).
Therefore, in this paper, the phase estimate φ̂0 that maximizes
the first term in (6) is used and is given by:

φ̂0(m,Δ f ) = arctan

{
Nlsw−1

∑
k=0

c̄krk+me− j2πΔ f kTs

}
(7)

Substituting (7) into (6), we get:

ΛBPSK(r|m,Δ f ,∠c)

=

∣∣∣∣∣
Nlsw−1

∑
k=0

c̄krk+me− j2πΔ f kTs

∣∣∣∣∣
+ ∑

i �∈Ψm

∣∣∣∣∣R
{

∑
l∈γi

|d̄l |riN+le
− j(2πΔ f (iN+l−m)Ts+φ̂0(m,Δ f ))

}∣∣∣∣∣
= Λs(r|m,Δ f ,∠c)+Λd(r|m,Δ f ) (8)

Note that the first term in (8) is the correlation between the
received signal and the locally generated waveform, and the
second term is called the random data correction [13]. Similar
to (6), no closed form solution for Δ f that maximizes (8) is
known. In Appendix C, we also prove that the CRB for the
frequency estimate derived from the sync word portion Λs

is lower than that derived from the random data portion Λd .
Therefore, in this paper the frequency estimation is based on
the sync word only, given by:

Δ f̂ (m) = argmax
Δ f

Λs(r|m,Δ f ,∠c) (9)

The optimal solution of (9) can be obtained using a fast
Fourier transform (FFT) [14]. There also exist low-complexity
approaches of frequency estimation [15]–[17] that can provide
a large enough frequency estimation range and low enough
SNR threshold for RCC devices, where SNR threshold refers to
the SNR value above which the frequency estimator can achieve
the CRB.

After obtaining the frequency estimate Δ f̂ (m) for a given
timing m using existing frequency estimation approaches, the
ML-BPSK timing estimate is obtained by:

m̂ML−BPSK = argmax
m

ΛBPSK(r|m,Δ f̂ (m),∠c) (10)

However, the calculation of ΛBPSK(r|m,Δ f̂ (m),∠c) requires the
computation of φ̂0(m,Δ f ), which involves a further look-up
table for the arctan function. Since the phase of the BPSK mod-
ulated random data ∠d(i) is coupled with an unknown phase
error φ0, to further simplify the implementation we assume
∠d(i) is uniformly distributed over (−π,π] (continuous phase
modulation or CPM). Note that this assumption is only used to
simplify the synchronization algorithm, and the actual recovery
of data that is implemented later in acquisition operation still
observes BPSK demodulation rules. Starting from (5) and using
the approximation of I0(x) ≈ e|x|/

√
2π, where I0(x) is the

zeroth-order modified Bessel function, the CPM based ML
timing estimate, m̂ML−CPM , is given by:

m̂ML−CPM = argmax
m

ΛCPM(r|m,Δ f̂ (m),∠c) (11)

where

ΛCPM(r|m,Δ f ,∠c)

=

∣∣∣∣∣
Nlsw−1

∑
k=0

c̄krk+me− j2πΔ f kTs

∣∣∣∣∣
+ ∑

i �∈Ψm

∣∣∣∣∣∑l∈γi

|d̄l |riN+le
− j2πΔ f lTs

∣∣∣∣∣
= Λs(r|m,Δ f ,∠c)+Λ′

d(r|m,Δ f ) (12)

The correlation based timing estimate, m̂corr, is obtained by
only considering Λs in (12), and is given by:

m̂corr = argmax
m

Λs(r|m,Δ f̂ (m),∠c) (13)

It requires 7Nlc multiplications and 3Nlc additions to compute
the LLF, where the lc is the length of received signal considered
in the LLF and lc = lrx for ΛCPM and lc = lsw for Λs. Therefore,
the computational complexity of the correlation based approach
is only about 23% and 50% of the ML based approaches in
acquisition and tracking, respectively. The proposed algorithm
for joint symbol and frame synchronization is summarized as
follows:

• For every timing m in set M, compute Δ f̂ (m) in (9) using
existing frequency estimation algorithms.

• Substitute Δ f̂ (m) to compute metrics ΛBPSK , ΛCPM , or Λs

for ML-BPSK, ML-CPM and correlation based algorithms
respectively.

• After calculating the metrics ΛBPSK , ΛCPM , or Λs for all
timings in set M, choose the timing that maximizes the
desired metric.

C. Performance of Various Timing and
Frequency Estimation Approaches

The simulation assumes the use of a 20 ppm local crystal that
satisfies the three-sigma rule, i.e., 99.73% of the crystals can
provide 20 ppm frequency tolerance at 25 ◦C. By also taking
into account the frequency drift within a standard operating
temperature range −10 ◦C to 60 ◦C, the maximum frequency
offset max(Δ f ) = 4 Hz. Note that we assume the crystal’s
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Fig. 5. Probability of incorrect synchronization at the output of the synchro-
nizer using different frequency and timing estimation approaches. Frequency
estimation approaches include FFT, FFT filtering and auto-correlation. Timing
estimation approaches include, ML-BPSK (10), ML-CPM (11) and correlation
(13). Two bounds are also given for comparison. The baseband ML-BPSK
approach offers a lower bound for the ML-BPSK and ML-CPM approaches,
and the baseband correlation approach offers a lower bound for correlation
based approaches. The performance of an existing approach in [5] is also shown
for comparison. (a) Tracking scenario; (b) acquisition scenario.

parabolic coefficient K1 is 4 × 10−8 [18]. Since tracking is
assumed to perform daily, we assume the time error of the
local crystal is normally distributed with variance σ2

t = 4 s2

within the maximum timing offset max(Δt) = 6 s. In tracking,
to prevent the timing drift from exceeding the receiver’s timing
search interval ts, ts should equal the maximum timing offset,
i.e., ts = max(Δt) = 6 s. For acquisition, the timing search
interval ts = 30 s. The time information represented by the
transmitted signal is randomly chosen among all the possible
dates in this century for acquisition, and among all the possible
dates in this century at the default tracking time for tracking [3].
The oversampling rate at the receiver is N = 20.

Fig. 5 shows the probability of incorrect synchronization
(PIS) using different timing and frequency estimation ap-

proaches during tracking and acquisition. PIS is defined as the
probability that the estimated timing m̂ �= m. Also shown in
Fig. 5 is the PIS for the baseband ML-BPSK synchronization
[13] and correlation based synchronization approaches, i.e.,
with known frequency and phase, providing a lower bound for
PIS using all three timing estimation approaches: ML-BPSK,
ML-CPM and correlation. Clearly, the ML-BPSK and ML-
CPM approaches exhibit performance close to that of the ML
approach with known frequency and phase, indicating the phase
estimates in (7) and frequency estimates in (9) provide near-
optimal performance. Compared with the correlation based
approaches, the ML approaches yield smaller PIS, especially
during acquisition, due to the larger number of random data
symbols used in the computation. For the same reason, the PIS
is smaller in acquisition than in tracking for the ML approaches.
By contrast, with the same number of symbols taken into
account, the correlation based estimates have a smaller PIS
in tracking than in acquisition, as a result of the narrower
timing search range in tracking. The performance of an existing
synchronization approach in [5], which can address relatively
large frequency offset, is also shown for comparison. Since the
maximum frequency offset at the receiver is larger than the
estimation range of the existing approaches, the performance
of the existing approach is worse than that of the proposed
approaches in both tracking and acquisition.

Fig. 5 also compares the performance of three frequency
estimation approaches: 8192-point FFT, FFT filtering with L =
140 [15] and auto-correlation with N = 140 [17]. In both
tracking and acquisition, the FFT filtering approach introduces
SNR degradation of about 1 dB compared with the optimal
FFT approach, while significantly reducing the computational
complexity [15]. Therefore, the FFT filtering approach is used
for frequency estimation during synchronization.

III. DECISION STRATEGIES FOR THE

TRACKING OPERATION

Since the purpose of the tracking operation is to correct the
timing error due to the inaccuracy of the local crystal, the
MSE of the estimated timing is selected as the performance
metric for tracking. In this section, we first present the trade-
off between performance and energy consumption by varying
receiver parameter ts. Then we study the performance im-
provements obtained using two different decision strategies: an
optimal minimum mean square error (MMSE) approach (soft
tracking) and a low complexity approach (hard tracking).

A. MSE Performance at the Output of Synchronization

Fig. 6 shows the MSE of the timing estimation at the
output of the synchronization operation, with ML-CPM and
correlation approaches based on the new PM broadcast, and
envelope detection based on the legacy AM broadcast. The
simulation parameters are identical to those in Section II-C for
tracking. As in the case of most conventional RCC devices,
we assume envelope detection uses a crystal filter with 10 Hz
bandwidth to filter the received RF signal [12]. It is to be noted
that typical envelope-detection based receivers for the legacy
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Fig. 6. MSE of estimated timing at the output of the synchronizer (without
additional processing) and at the output of the tracking decision (with two
different decision strategies).

broadcast neither employ a tracking operation based on corre-
lation against multiple known bits nor implement a decoded-
assisted acquisition. The comparison in Sections III and IV
are therefore theoretical, and the performance of conventional
receivers based on the legacy format is, in practice, inferior to
what is assumed in the comparisons.

In Fig. 6, the synchronization based on the PM broadcast is
shown to be about 15 dB better than that based on the legacy
broadcast at higher SNR, from which 12 dB performance gain
is provided by the improved modulation and 3 dB performance
gain is provided by the synchronization algorithm. Besides,
the performance gap becomes marginal between the two PM
broadcast based synchronization approaches: correlation and
ML-CPM, because the random data correction term Λd or Λ′

d
in the ML criteria improves the symbol timing more than the
frame timing. While the PIS in Fig. 5 treats the errors in symbol
and frame timing equally, the MSE is dominated by errors in
frame timing since their squared error is quantitatively larger.
In light of the marginal performance difference between the
ML approach and correlation based approach, the correlation
approach is used for subsequent analysis in tracking.

It is important to select an appropriate timing search inter-
val ts. The longer the timing search interval, the higher the
computational and reception energy consumption. The corre-
lation based synchronizer requires 2�Nts	 length-140N FFTs
and 28N�Nts	 complex multiplications. Further, the receive
duration for tracking is lsw + 2ts. Consequently, although it
guarantees to search all possible timing errors by setting ts =
max(Δt), a smaller ts can reduce the complexity at the risk
of timing drift exceeding ts. Such risk can be reduced after
studying several tracking operations. For example, if several
reliable tracking operations indicate the timing drifts fall into
a narrower range, ts can be reduced accordingly.

B. MMSE Approach: Tracking With Soft Decision

In addition to the estimated timing m̂, derived from the
received WWVB signal, RCC devices have a local crystal that
can provide an independent timing estimate, mc. Therefore, the
minimum MSE algorithm applies a MMSE filter w̄ = [a,1−a]T

to the two timing estimates t̄ = [m̂,mc]
T, to obtain the timing es-

timate mMMSE = w̄Tt̄. By making the high SNR approximation
E[µ2]≈ E[µm̂], it is easy to derive the filter coefficient a which
minimizes the MSE between µ and mMMSE , as:

a(ρ) =
σ2

t

σ2
e(ρ)+σ2

t
(14)

where σ2
e(ρ) denotes the MSE of m̂ at the output of the

synchronizer at SNR ρ, and σ2
e(ρ) is given by Fig. 6. The

value of σ2
e(ρ) can be obtained by using a look-up table

in the receiver implementation, and simulations shown in
Section III-D use a look-up table with 401 8-bit entries, rep-
resenting σ2

e(ρ) for −10 dB ≤ ρ ≤ 10 dB. The weight a
monotonically increases from 0 to 1 as SNR increases, with
σ2

e(−10dB) ≈ 0 and σ2
e(10 dB) ≈ 1. Therefore, any values of

ρ <−10 dB and ρ > 10 dB are truncated to −10 dB and 10 dB,
respectively, in the look-up table. Since it is impractical for
the receiver to have perfect SNR knowledge, in reality, the
estimated SNR ρ̂ is used in (14) to derive the optimal filter
coefficient. Since the weight a is in the range 0 < a < 1, we
call this MMSE algorithm soft tracking.

In reality, SNR could vary with time due to changes in the
environment, such as a changing level of interference or recep-
tion signal strength. Therefore, for RCC devices that can afford
higher energy consumption, it is possible to encounter a higher
SNR with repeated receptions, thus increasing the accuracy of
the estimate. Given Q attempts are made, the MMSE timing
estimate mMMSE is obtained by filtering the Q+1 timings, with
the first timing mc based on the local crystal having variance of
σ2

t and the remaining timing estimates m̂i derived from the i-th
received WWVB signals having variance of σ2

e(ρi). Since the
summation of all elements of the filter coefficient w̄ is one, we
rewrite the filter coefficient w̄ = [1−∑Q

i=1 ηi, η̄T ]. The length Q
optimal MMSE coefficient vector η̄ is given by:

η̄ =

⎡
⎢⎢⎣

σ2
t +σ2

e(ρ1) σ2
t · · · σ2

t
σ2

t σ2
t +σ2

e(ρ2) · · · σ2
t

...
...

. . .
...

σ2
t σ2

t · · · σ2
t +σ2

e(ρQ)

⎤
⎥⎥⎦
−1

σ2
t

(15)

where length Q vector σ2
t = [σ2

t , . . . ,σ2
t ]

T
. The minimum

MSE is:

Emin
[
t2
e

]
= σ2

t

(
1−

Q

∑
i=1

ηi

)
. (16)

The steps in implementing soft tracking based on multiple
receptions can be summarized as follows:

• Upon the i-th reception attempt, RCC receivers using soft
tracking obtain MMSE timing estimate mMMSE using (15)
and the corresponding MSE using (16).

• If the MSE is higher than a certain threshold ξ, an addi-
tional reception is attempted; otherwise, reception could
stop and the final output timing would be m = w̄Tt̄.

In a practical implementation, the maximum number of re-
ception attempts can be limited by Qmax, which would consider
implementation complexity. In cases where Qmax receptions
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are insufficient, the receiver can schedule another reception to
receive signals of other transmission modes with lower bit rate
and longer frame duration [2], [3].

The worst case scenario of multiple receptions is that the
SNR does not improve with time for whatever reason, such
as persistent interference. Due to the inaccuracy of SNR
estimation in low SNRs, it is probable that the inaccurate
SNR estimates will degrade the performance. We quantify
the performance degradation under the worst case scenario in
Section III-D.

C. Tracking With Hard Decision

The proposed soft tracking method requires a look-up table
in the receiver that can output the corresponding MSE σ2

e(ρ)
given an estimated SNR ρ. A single table look-up operation
is required for each reception attempt followed by a filtering
step. To reduce the computational complexity, we present a
simplified hard tracking algorithm where the filter coefficient
is either 0 or 1. In other words, the output timing equals the
timing estimate provided by the local crystal if the SNR is
below a threshold, ρt , or accepts the timing estimate derived
from the received WWVB signal if the SNR is higher than ρt .
To minimize the MSE of estimated timing using hard tracking,
this SNR threshold ρt is chosen such that σ2

e(ρt) = σ2
t . Similar

to soft tracking, multiple attempts could be made to refine the
estimated timing in hard tracking.

D. Simulation Results

Fig. 6 compares the performance of hard tracking and soft
tracking assuming both single and multiple reception attempts.
The scenario of multiple receptions is shown with Qmax = 3,
where the SNR does not change across all reception attempts. In
the simulations, the synchronization is based on the correlation
approach given by (13), and the ML TXDA SNR estimator [19]
is used to obtained the SNR estimates. In case Qmax receptions
are insufficient, the output timing is the last updated mMMSE

for soft tracking and mc for hard tracking. The MSE threshold
is set at ξ = 1.6 s2 for soft tracking, such that the difference in
the average number of reception attempts between soft decision
and hard decision is within 10% for all SNRs to ensure fair
comparison.

The results in Fig. 6 show the following. First, compared with
the MSE at the output of the synchronizer, using either hard or
soft decision improves the MSE performance in all SNRs. With
a single reception, either decision strategy could effectively
reduce the variance in the timing error by 63% at low SNRs. It is
important to note that a static RCC device that has successfully
performed acquisition could still encounter low SNRs during
tracking, since interference and MMN vary temporally. Second,
since the timing MSE using both decision strategies at low
SNR is bound by a value higher than σ2

t due to low SNR and
resulting inaccuracy in SNR estimation, the tracking operation
could improve the accuracy of the RCC only for SNR higher
than −4 dB for these simulation parameters. Third, while the
performance advantage of soft tracking over hard tracking is
marginal assuming single reception, the performance advantage

is significant when multiple receptions are allowed. Finally,
when assuming SNR does not change across multiple recep-
tions, the MSE using multiple receptions improves slightly at
higher SNR. However, the MSE degrades at consistent low
SNRs, especially for hard tracking, due to the inaccuracy in
SNR estimation.

IV. DETECTION FOR ACQUISITION OPERATION

The goal of the acquisition operation is to decode the time
information for it to be used by the device. Various data
fields in the frame are encoded by block codes with different
block lengths. Since the initial timing synchronization prior to
data decoding is based on an uncoded sync word, the error
detection/correction capability for the data fields may serve
to enhance the overall robustness of synchronization and data
recovery. In this section, the joint synchronization and decoding
algorithm is presented, with analysis of the trade-off between
performance and energy consumption, as well as performance
comparison between the ML approach and correlation approach
in synchronization.

A. Prior Work and the Proposed Algorithm

Ideally, optimal decoder-assisted frame synchronization
should select the timing such that the joint likelihood function
of timing and data is maximized. The complexity of the optimal
approach is high since the decoder needs to calculate the
likelihood function for all possible timings over all possible
codewords. A lower complexity list synchronizer approach
[20]–[25] only performs decoding on a list of ν most probable
timings. Further, existing decoder-assisted frame synchroniza-
tion approaches target sophisticated channel codes with higher
coding gain, such as convolutional codes [21]–[24], turbo code
[25] and LDPC code [26].

In a Normal frame of the WWVB broadcast, the channel
code with the strongest error-control capability, the Hamming
(31,26) code that is at least 5 times longer than other chan-
nel codes used in a frame, can only correct one bit error.
Further, since the synchronizer proposed in Section II jointly
estimates symbol timing, frame timing, and frequency offset,
the computational complexity is usually higher than that found
in high data rate systems, where the symbol timing is already
obtained and frequency offset is fractional with respect to
data rate. Considering the computational complexity and the
simplicity of the channel code, unlike [20], [23], and [27],
which utilize soft metrics such as LLF and LLR (log-likelihood
ratio), we only utilize the syndrome of the received Hamming
(31,26) code. To further reduce the complexity, the proposed
joint synchronization and decoding algorithm is based on a list
synchronization operation. The analysis is, however, different
from prior works [20]–[25], since the receiver has the option of
discarding the acquisition result and making a second attempt
upon unreliable reception.

The proposed joint synchronization and decoding algorithm
is described as follows:

• The synchronizer outputs a list of ν most probable timing
offsets to the Hamming decoder.
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• The decoder performs syndrome decoding for each timing
offset given by the list in the order of most probable timing
offset to least probable timing offset.

• For the i-th timing on the list, the decoder would declare
a detection if the syndrome is zero for the given timing.
In this case, a frame error occurs if the decoded message
is different from the transmitted message, and a successful
detection occurs if the decoded message is identical to the
transmitted message. If the syndrome of the i-th timing is
non-zero, the decoder will proceed to the (i+1)-th timing
on the list.

• The receiver will discard the acquisition result if no timing
on the list provides zero syndrome in the decoder, and this
is called an erasure event. A second reception attempt may
be made in this case.

The most important parameter in the proposed algorithm is
the list length ν, and it is important to study the effect of list
length on the performance of the receiver. The performance
metrics used are the probability of frame error Pf e and the
probability of successful detection Pdet . The probability of
erasure is Pera = 1−Pf e−Pdet . Let M denote the event of missed
list, i.e., the correct timing m is not in the list. The probability
of missed list for length-ν list is denoted as PM(ν). In contrast,
PM̄,α(ν) denotes the probability that the correct timing m is
the α-th entry of the list. Clearly, PM(ν)+∑ν

α=1 PM̄,α(ν) = 1.
Given the correct timing m, the probability that one or more
bit errors occur in the n-bit frame is denoted as PEC, and the
probability of undetected error in the Hamming code is denoted
as PUE . Given any incorrect timing τ �= m, the probability
that the corresponding received signal gives zero syndrome but
incorrect decoded message is PR(τ), and the probability that the
corresponding received signal gives zero syndrome and correct
decoded message is PL(τ). The probability of event X occurring
with length-ν list, PX (ν), is given by:

PX (ν) = PM(ν)PX |M(ν)+
ν

∑
α=1

PM̄,α(ν)PX |M̄,α(ν) (17)

where event X = {det, f e,era}. Let us denote the list of timings
as [τ1,τ2, . . . ,τν]. The conditional probabilities, Pdet|M(ν) and
Pdet|M̄,α(ν) are given by:

Pdet|M(ν)
= PL(τ1)+(1−PR(τ1)−PL(τ1))PL(τ2)+ . . .

+
ν−1

∏
i=1

(1−PR(τi)−PL(τi))PL(τν), and

Pdet|M̄,α(ν)
= PL(τ1)+(1−PR(τ1)−PL(τ1))PL(τ2)

+ . . .+
α−1

∏
i=1

(1−PR(τi)−PL(τi))(1−PEC)

+
α−1

∏
i=1

(1−PR(τi)−PL(τi))(PEC −PUE)PL(τα+1)

+ . . .+
ν−1

∏
i=1
i �=α

(1−PR(τi)−PL(τi))(PEC −PUE)PL(τν).

(18)

Similarly, the conditional probabilities Pf e|M(ν), Pf e|M̄,α(ν),
Pera|M(ν), and Pera|M̄,α(ν) are given respectively by,

Pf e|M(ν)
= PR(τ1)+(1−PR(τ1)−PL(τ1))PR(τ2)+ . . .

+
ν−1

∏
i=1

(1−PR(τi)−PL(τi))PR(τν), and

Pf e|M̄,α(ν)
= PR(τ1)+(1−PR(τ1)−PL(τ1))PR(τ2)+ . . .

+
α−1

∏
i=1

(1−PR(τi)−PL(τi))PUE

+
α−1

∏
i=1

(1−PR(τi)−PL(τi))(PEC −PUE)PR(τα+1)

+ . . .+
ν−1

∏
i=1
i �=α

(1−PR(τi)−PL(τi))(PEC−PUE)PR(τν),

(19)

Pera|M(ν) =
ν

∏
i=1

(1−PR(τi)−PL(τi)) , and

Pera|M̄,α(ν) =
ν−1

∏
i=1
i �=α

(1−PR(τi)−PL(τi))(PEC −PUE).

(20)

It is shown in Appendix B and also verified by simulation
results that unlike the list synchronizer in [20], both the proba-
bility of successful detection and frame error increase with the
list length ν with the proposed detection approach. While the
probability of frame error Pf e indicates the probability that a
device would show a wrong time, the probability Pdet affects the
energy consumption of the device, because the average number
of reception attempts is 1/Pdet (mean of geometric distribution),
assuming the receiver keeps attempting to acquire in Normal
mode until a successful detection occurs. Therefore, the choice
of list length ν should provide a Pf e that is low enough to
satisfy the performance requirement of the application, as well
as a Pdet that is high enough to satisfy the energy consumption
constraints. The selection of list length should also consider the
resulting computational complexity.

B. Simulation Results

Since the analytical expressions for PR(τ), PL(τ), PM(ν), and
PM̄,α(ν) are intractable, simulations are used to quantify the
tradeoff between the probability of successful detection and
the probability of frame error by varying the list length ν for
different values of Eb/N0. The conventional receiver based on
envelope detection is also simulated for comparison, where the
synchronization result is accepted if the decoded minute is no
more than 59, the decoded hour is no more than 23, the decoded
day is no more than 365/366, the decoded year is no more
than 99, and the decoded year is consistent with the leap year
indication. The simulation parameters are the same as those
for acquisition in Section II-C. For a particular approach and
a particular SNR, the four data points correspond to list lengths
1, 2, 3, and 4.
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Fig. 7. Probability of successful detection versus probability of frame error
using different list length ν.

As shown in Fig. 7, the performance of the proposed joint
synchronization and decoding scheme is over 16 dB superior to
that of envelope detection based scheme. While the improved
modulation offers 12 dB performance gain, the remaining 4 dB
performance gain is provided by the acquisition algorithm. It is
interesting to note that the correlation criteria achieves higher
probability of successful detection with lower probability of
frame error for longer list length (ν > 1) at SNR ranging
from 2 to 6 dB. This improvement is the result of improved
symbol timing brought by the random data correction term Λ′

d
or Λd . When multiple timings are allowed in the list, the ML-
CPM approach tends to choose timings with large timing error
(larger than a symbol duration) because these erroneous timings
have more accurate symbol timings. By contrast, the correlation
based algorithm tends to choose timings close to the true timing
but with symbol errors. Small errors in symbol timing only
result in small SNR degradation, but large timing errors can
probably lead to undetectable frame error. At very high SNR,
since performance with lists of multiple entries coverages to
that with list length of one, the performance of the ML-CPM
approach will be better than that of the correlation approach.

The performance of a conventional decoder-assisted list syn-
chronizer [20] is also shown in Fig. 7, where the receiver
chooses the timing in the list that maximizes the LLF. Com-
pared with the conventional scheme, the probability of frame
error of the proposed receiver is lower by over one order of
magnitude, at the affordable cost of slightly lower probability
of successfully detection under higher SNR conditions. Fur-
ther, the proposed receiver only requires a syndrome decoder,
whereas the conventional approach requires a ML decoder, such
as [28] used in the simulations, and LLF calculation [20].

V. CONCLUSION

An architecture and algorithms for the first all-digital receiver
for radio-controlled clocks (RCCs) based on the enhanced
WWVB broadcast format were proposed and analyzed. Two
joint symbol and frame synchronization approaches, based on
ML and correlation, were proposed to overcome the potential
low SNR conditions and frequency offsets as large as 4 times
the symbol rate. In particular, decision and detection strategies
for tracking and acquisition operations were proposed and

analyzed. In tracking, simulation results show that by applying
the proposed soft and hard decision strategies, the variance of
timing error could be reduced by as much as 63%, providing
a performance gain of 15 dB compared with a theoretical
receiver based on envelope detection for the legacy broadcast,
and an even larger gap when compared to typical available
receivers without sophisticated digital processing. In acquisi-
tion, the performance of the synchronization operation could be
improved by employing a joint decoding and synchronization
scheme based on a list synchronizer. Simulation results show
that the probability of successful detection is as high as 98%
with probability of frame error being limited to about 10−4

at 8 dB SNR, indicating over 16 dB performance advantage
over a theoretical envelope detection based receiver for the
legacy broadcast. The trade-off between energy consumption
and performance was studied and was shown to be controlled
by varying the timing search interval in tracking and selecting a
different list length for the list synchronization in acquisition.
Future work should consider reception of other transmission
modes with longer symbol durations and lower code rates,
accommodating larger frequency drift and more challenging
implementation complexity constraints.

APPENDIX A
SNR LOSS CAUSED BY APPROXIMATION OF

LIKELIHOOD FUNCTION (5)

We assume coherent detection when calculating the SNR
degradation. Let g(0)(t) and g(1)(t) denote the transmitted pulse
shape for AM “0” and “1” respectively. In tracking, AM bits are
deterministic, and therefore the optimal decision criteria for the
kth bit in BPSK is given by:

(k+1)T∫

kT

r(t)g(0)(t)
‘1’
≷
‘0’

0

if r(t) = g(0)(t − kT )+w(t) for kT ≤ t < (k+1)T
(k+1)T∫

kT

r(t)g(1)(t)
‘1’
≷
‘0’

0

if r(t) = g(1)(t − kT )+w(t) for kT ≤ t < (k+1)T

(21)

where r(t) is the timing synchronized received signal corrupted
by zero-mean AWGN with variance σ2 = N0

2 , and T is symbol
duration. The resulting bit error rate (BER), Ptrack

b , is given by:

Ptrack
b = p(0)Q

⎛
⎝
√

2E(0)

N0

⎞
⎠+ p(1)Q

⎛
⎝
√

2E(1)

N0

⎞
⎠ (22)

where p(0) and p(1) are the probabilities of the AM bit being “0”
and “1”, respectively. The energy per symbol for pulse shape
g(0)(t) and g(1)(t) are E(0) and E(1), respectively.

In acquisition, AM bits are unknown at the receiver, but the
distribution of different pulse shapes is known. Therefore, the
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optimal receiver and decision criteria for BPSK is:

p(0)e
− E(0)−2

∫ T
0 g(0)(t)r(t)dt

2σ2 + p(1)e
− E(1)−2

∫ T
0 g(1)(t)r(t)dt

2σ2

‘1’
≷
‘0’

p(0)e
− E(0)+2

∫ T
0 g(0)(t)r(t)dt

2σ2 + p(1)e
− E(1)+2

∫ T
0 g(1)(t)r(t)dt

2σ2

p(0)e
− E(0)

2σ2 sinh

(∫
0T g(0)(t)r(t)dt

σ2

)

+ p(1)e
− E(1)

2σ2 sinh

(∫ T
0 g(1)(t)r(t)dt

σ2

)
‘1’
≷
‘0’

0 (23)

Let Z denote the LHS of (23). Since the probability of “0”
and “1” being transmitted in PM is equal, we assume “1” is
transmitted in PM in the calculation of BER of criteria (23).
Let A and P denote the transmitted AM bits and PM bits
respectively. It can be shown that the conditional PDF of Z
given P = 1 and A = {0,1} is:

fZ|P=1,A= j(z)

=
1

2πσ1σ2

1
αβ

∞∫

−∞

1√(
w
α
)2

+1

√(
z−w

β

)2
+1

× e
−

(
sinh−1( w

α )−µ
( j)
1

)2

2σ2
1

−

(
sinh−1( z−w

β )−γsinh−1( w
α )−µ

( j)
2

)2

2σ2
2 dw

(24)

where α = p(0)e
− E(0)

2σ2 , β = p(1)e
− E(1)

2σ2 , C = c01
c00

= 0.68, µ(0)1 =

E(0)

σ2 , µ(1)1 = c00c01
σ2 , σ2

1 = E(0)

σ2 , µ(0)2 = 0, µ(1)2 =
c2

11
σ2 , and σ2

2 =
c2

11
σ2 . Note that ci j =

∫ ∞
−∞ g( j)(t)h(i)(t)dt is the projection of

waveform g( j) on basis h(i), where orthonormal basis set h(0)

and h(1) is derived by the Gram-Schmidt process with h(0) =
g(0)/

√
E(0). Therefore, the BER, Pacq

b , for the optimal decision
criteria for acquisition given by (23) is:

Pacq
b = p(0)

0∫

−∞

fZ|P=1,A=0(z)dz+p(1)
0∫

−∞

fZ|P=1,A=1(z)dz

(25)

To reduce the implementation complexity of the receiver in both
tracking and acquisition operations, we propose a simplified
decision criterion, given by:

T∫

0

r(t)ḡ(t)
“1”
≷
“0”

0 (26)

where ḡ(t) = 1
2 (g

(0)(t) + g(1)(t)). The resulting BER, Psim
b is

given by:

Psim
b = p(0)Q

⎛
⎝
√

2E(0)′

N0

⎞
⎠+ p(1)Q

⎛
⎝
√

2E(1)′

N0

⎞
⎠ (27)

Fig. 8. BER comparison of the optimal decision criteria (21), (23) and
simplified decision criterion (26).

where E( j)′ is the energy per bit at the output of the demodula-

tion filter, and E( j)′ =
(
∫ T

0 g( j)(t)ḡ(t)dt)2
∫ T

0 ḡ2(t)dt
for j ∈ {0,1}.

To quantify the average performance degradation in tracking
and in acquisition, Fig. 8 shows the optimal BER in tracking
(22), optimal BER in acquisition (25) and BER of the simplified
criteria for both operations (27), assuming two distributions of
AM “0” and “1”: smallest p(0) and largest p(0) within all AM
bits. The x-axis of Fig. 8 represents the average SNR per bit
Eb/N0, where Eb = p(0)E(0) + p(1)E(1). Fig. 8 indicates that
the simplified approach introduces marginal SNR degradation
compared with the optimal approaches in both distributions.
The comparison shown in Fig. 8 implicitly assumes that all the
AM bits are unknown and that the random PM data carries the
same amount of information about frequency and timing as that
of the sync word. In reality, however, there are known AM bits
(marker and reserved bits “0”) and the Fisher information of
the sync word is larger than that of random data, as shown by
Appendix C. Therefore, the actual SNR degradation introduced
by the simplified approach is even lower than that shown
in Fig. 8.

APPENDIX B
EFFECT OF LIST LENGTH ON PROBABILITY OF FRAME

ERROR AND SUCCESSFUL DETECTION

The event of frame error or successful detection occurs if
the Hamming (31,26) decoder produces a zero syndrome based
on any of the timings in the list. Therefore, given any received
signal r and the syndrome Sα based on the α-th timing in
the length-ν list, the probability of frame error or successful
detection is given by:

PY |r(ν) = Pr(Y,S1 = 0|r)+Pr(Y,S1 �= 0,S2 = 0|r)+ . . .

+ Pr(Y,S1 �= 0, . . . ,Sν−1 �= 0,Sν = 0|r) (28)
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Fig. 9. Inverse CRB of frequency and phase based on received sync word and
received data, where inverse CRB in dB scale is calculated by 10log10

1
CRB .

where Y = {det, f e} for event of successful detection and frame
error. If the list length increases by 1, it is clear that

PY |r(ν+1) =PY |r(ν)+Pr(Y,S1 �= 0, . . . ,Sν �= 0,Sν+1 = 0|r)
> PY |r(ν) (29)

Since Pera = 1−Pf e−Pdet , the overall probability of successful
detection and frame error increase as ν increases, and the
overall probability of erasure decreases as ν increases.

APPENDIX C
CRAMÉR-RAO BOUND OF THE FREQUENCY AND PHASE

BASED ON THE RECEIVED SYNC WORD AND DATA

Given the correct timing m, the joint Fisher information, F ,
of frequency and phase is given by [29]:

F =
2Es

N0

[
4π2T 2

s δ̌ 2πTsť
2πTsť ε

]
(30)

For estimation based on the received sync word, δ̌ =

∑Nlsw−1
k=0 k2|ck|2, ť = ∑Nlsw−1

k=0 k|ck|2, and ε = ∑Nlsw−1
k=0 |ck|2.

For estimation based on ld received data symbols, δ̌ =

∑i∈D ∑l∈γi
l2|d(i)

l |2(1 − 2Pb(ρ)), ť = ∑i∈D ∑l∈γi
l|d(i)

l |2(1 −
2Pb(ρ)), and ε = ∑i∈D ∑l∈γi

|d(i)
l |2(1−2Pb(ρ)), where set D ∩

Ψm = /0 and its cardinality |D|= ld . The probability of bit error
under SNR ρ = Eb

N0
, Pb(ρ), is given by (27).

The CRB of frequency is var(Δ f )≥ F−1
11 , where ld = l f − lsw

for acquisition and ld = 2ts for tracking. Since a direct-form
phase estimation can only be derived from one term in (6),
the CRB of phase is var(φ0) ≥ F−1

22 , and ld = 1. In Fig. 9,
the data bits used in estimation are assumed to be all “0” in
AM to simplify the calculation, i.e., d(i)

l = d[0]
l ∀i ∈ D . Despite

this assumption in favor of estimation based on received data,
the CRB of both frequency and phase are better for estimation
based on the received sync word than for that based on the
received data.
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